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The modeling and analysis of computer communications networks give rise to a
variety of interesting statistical problems. This paper focuses on network tomog-
raphy, a term used to characterize two classes of large-scale inverse problems.
The first deals with passive tomography where aggregate dataare collected at
the individual router/node level and the goal is to recover path-level information.
The main problem of interest here is the estimation of the origin-destination traf-
fic matrix. The second, referred to as active tomography, deals with reconstruct-
ing link-level information from end-to-end path-level measurements obtained by
actively probing the network. The primary application in this case is estimation
of quality-of-service parameters such as loss rates and delay distributions. The
paper provides a review of the statistical issues and developments in network
tomography with an emphasis on active tomography. An application to Internet
telephony is used to illustrate the results.
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1. Introduction

There has been a great deal of interest recently, in both the engineering and re-
search communities, on the modeling and analysis of communications and com-
puter networks. This paper provides a review of network tomography and de-
scribes some interesting statistical issues, challenges,and recent developments.
The term network tomography, introduced by Vardi (1996), has been used in the
literature to characterize two broad classes of inverse problems. The first is pas-
sive tomography where aggregate data are collected at the router level. The goal
is to disaggregate these to obtain finer-level information.The most common ap-
plication, which was the original problem studied in Vardi (1996), is estimation
of the origin-destination traffic matrix of a network. The second is active tomog-
raphy where the network is actively “probed” by sending packets from a source
to several receiver nodes, all located on the periphery of the network. Here one
can collect only end-to-end path-level information, and the goal is to use this to
recover individual link-level information. We will provide a brief review of both
of these areas but focus more on the latter, as this has been the subject of our own
research. There are also several other interesting statistical problems, especially
related to network data obtained from a single network link,that arise in the study
of communications and computer networks. These will not be be discussed here.
See, however, the collection of papers in Adler et al. (1998), Park and Willinger
(2000) and references therein).

The work in network tomography has been stimulated by the demand for so-
phisticated techniques and tools for monitoring network utilization and perfor-
mance by network engineers and internet service providers (ISP). This need has
increased further in recent years due to the complexity of new services (such as
video-conferencing, Internet telephony, and on-line games) that require high-level
quality-of-service (QoS) guarantees. The tools and techniques are also important
for network management tasks such as fault and congestion detection, ensuring
service-level-agreement compliance, and dynamic replicamanagement of Web
services, just to name a few (Coates et al. (2002a)).

There are two categories of methods in network tomography: (i) node-oriented
methods that collect packet and network flow information passively through moni-
toring agents located at local network devices such as routers, switches, and hosts;
and (ii) path-oriented methods that collect information about connectivity and la-
tency in a network by actively sending probe packets throughthe network from
nodes located on its periphery. The first category of tools are geared towards net-
work operators who use the information for capacity planning and management
decisions. Their main shortcoming is that they require access to all the network
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Fig. 1. Layout of a small network showing routers/nodes and links

elements (routers/switches) in order to deploy monitoringagents to collect the
information. Furthermore, the amount of data generated canbe substantial. The
second category of tools collect data on network performance measures that are
indirectly related to the parameters of interest and does not require cooperation
from the internal nodes of the network. For both types, however, the collected
data have to be appropriately processed (through the solution of different types of
statistical inverse problems) to obtain the information ofinterest. (Castro et al.,
2004).

We provide here a brief background on network traffic flow so that readers can
follow the discussion. A more detailed and accessible introduction can be found
in Marchette (2001). Throughout, we represent a network by agraphG = (V , E)

whereV is the set of nodes andE the set of links. Figure 1 is an example of a small
network with computers/workstations connected by routersand links. When a file
is transferred from one location in the network to another (or one node to an-
other), the file’s content is first broken into pieces, calledpackets. Information
about origin-destination, reassembly instructions (sucha sequence numbers), and
error-correcting features are also added to the packet. Theorigin-destination in-
formation is used by the network elements (routers and switches) to deliver the
packets to the intended recipient. One can think of the routers (internal nodes in
Figure 1) as the intersections in a road network. Packets arequeued at routers,
awaiting their transmission to the next router according tosome protocol (first-in-
first-out is common, but there are others). Physically, a queue consists of a block
of computer memory that temporarily stores the packets. If the queue (memory)
is full when a packet arrives, it is discarded and, dependingon the transmission
protocol, the sender may or may not be alerted. Otherwise, itwaits until it reaches
the front of the queue and is forwarded to the next router on the way to its desti-
nation. This queuing mechanism is responsible for observedpacket losses and, to
a large extent, for packet delays.
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2. Passive Tomography

Fig. 2. A small network and its associated origin-destination traffic matrix.

The goal in traffic (or origin-destination) matrix estimation is to obtain infor-
mation about the distributions of traffic flowing fromVi toVj for all pairs of nodes
i andj in the network. Of course, one would also have to study various sources
of variation such as time-of-day, day-of-the-week, and other effects to character-
ize the traffic pattern. This information is used by network engineers for capacity
planning and network management operations.

In this application, monitoring agents are placed at the individual nodes, and
data on total number of packet counts traversing the node arecollected. The pack-
ets do contain origin-destination (OD) information, but due to volume of the data,
it is impractical to access individual packets to collect this information. So only
total packet count data are available and are obtained usingthe Simple Network
Management Protocol (SNMP).

Let |V| andD denote the number of nodes and OD pairs in the network re-
spectively. Let us restrict attention to a fixed time period where the traffic patterns
are fairly homogeneous. LetYt be a|V| column vector containing the number of
packets traversing all the nodes in periodt for t = 1, ..., T during the time of
study, withȲ being the average number of packets in the entire period. Finally, let
R be a|V| × D routing matrix (corresponding to the permissible routes through
the network), and letX be aD column vector that represents the unknown OD
flows traversing the network. The routing matrix can be deterministic (entires are
0-1) or random (entries are probabilities); the latter refers to the case with multiple
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paths in a network due to load balancing considerations. Therouting matrix actu-
ally changes over time, usually on the order of a few hours (Paxson (1997)), and
is typically estimated by computing shortest paths using the Interior Gate Proto-
col link weights that indicate congestion levels, togetherwith known information
about the network topology. An example of the traffic matrix problem is shown in
Figure 2.

We can then write

Ȳ = RX.

The statistical inverse problem is to reconstruct the distribution of X from the
aggregate level datāY . In general,D >> |V|, usuallyD = O(|V|2), so this is
a highly ill-posed inverse problem and cannot be solved without additional as-
sumptions or regularization. We provide below a review of several approaches in
the literature for addressing this. See also Papagiannaki et al. (2004) for a discus-
sion on why direct data collection and estimation ofX is intractable using today’s
monitoring technologies.

Vardi (1996) modeled the traffic flows as Poisson, i.e., theXj ’s are indepen-
dent Poisson random variables with meansλj ’s. The Poisson assumption provides
additional estimating equations because the variance is equal to the mean, so the
higher order information can be used for estimation. Vardi (1996) studied max-
imum likelihood estimation using the EM algorithm. However, as shown there,
the EM algorithm may not converge to the MLE. More importantly, the algo-
rithm becomes computationally intractable for large networks. Vardi (1996) stud-
ied several heuristic methods as alternatives, among whichthe following method-
of-moments estimation was the most promising. Recall thatȲj , j = 1, ...|V| pro-
vide |V| estimating equations. In addition, the sample variances and covariances
Sij =

∑T
t=1[Yit − Ȳi][Yjt − Ȳj ]/(T − 1) provide another|V|×(|V|+1)

2 equations.
Note thanE(Sij) reduces to the expected value of the variance of the counts in
the shared links, and so it is again a linear function of theλj ’s. Hence, letting
S denote a vector of the elements of the variance-covariance matrix and letting
Λ = (λ1, ...λ|E|)

T , where|E| is the number of edges in the network, we have the
linear model

[

E(Ȳ )

E(S)

]

=

[

R

B

]

Λ

for a suitable matrixB. Now, the data on the left-hand side are approximately
normal whenT is large, so we can use the resulting large-sample normal theory
and weighted-least squares to estimateΛ and develop other inferential procedures.
We note that Vardi proved identifiability for all practical networks. A Bayesian
approach under the same framework was considered in Tebaldiand West (1998).
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The goal was slightly different, dealing with prediction ofthe actual OD traffic
counts instead of the distribution of the counts. The Poisson assumption implies
that the variance ofX is proportional to the mean. Cao et al. (2000) relaxed this
assumption by considering a general model of the formV ar(X) ∝ E(X)α and
developed estimation methods.

This first generation of models do not work well in estimatingthe distribution
of X in high speed networks as they are very sensitive to the assumptions (Pois-
son, normal with a specific mean-variance relationship), which did not quite hold
for real network traffic data (Medina et al. (2002)). This hasled to a new genera-
tion of models that employ extra information or other assumptions. The two most
prominent approaches are thetomogravitymodel (Zhang et al. (2003a and 2003b))
and the method of routing changes (Soule et al. (2004)). The tomogravity model
is based on the premise that the OD flowX(i, j) between nodesi andj is propor-
tional to the total amount of traffic departing nodej, X(·, j) =

∑

i∈V X(i, j), and
the total amount of traffic entering nodei, X(i, ·); i.e.X(i, j) ∝ X(i, ·)×X(·, j)

(Zhang et al. (2003a)). This model assumes complete independence between the
sources and destinations, which tends to be violated in backbone networks due
to the so-called hot-potato routing policies adopted by their operators (operators
offloading peering traffic at the nearest exit point). A modification of the sim-
ple tomogravity model capturing such issues was also proposed in Zhang et al.
(2003a). Another modification that embedded the tomogravity model in a regular-
ization framework was proposed in Zhang et al. (2003b), where the problem was
formulated as

min ||Y − RX ||22 + λ2K(X |X ′), subject toX > 0,

whereX ′ is the solution to the traffic estimation problem under the generalized
gravity model,K(X |X ′) the Kullback-Leibler divergence measure and|| · || de-
notes theL2 norm. In contrast, the route change method (Soule et al (2004)) at-
tempts to overcome the under-constrained nature of the problem by manipulating
the link weights and thereby inducing additional routing matricesR.

A third generation of traffic matrix estimation methods incorporated temporal
considerations, namely data are obtained overt = 1, ..., T periods and the goal is
to estimate the temporal evolution of the OD flows. Cao et al. (2000) developed
two approaches for estimating the parameters ofX as they evolved over time. The
first was based on a a moving window with a locally time-homogeneous approach
within each window while the second used a more formal temporal model. Soule
et al. (2005) proposed the following state-space model:

Yt = RXt + ut, t = 1, · · · , T (2.1)

Xt = CXt−1 + et, t = 1, · · · , T, (2.2)
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where the first equation is the traditional traffic matrix model, with ut represent-
ing measurement error, and the second equation posits both atemporal model
for the underlying traffic state as well as spatial dependence between OD flows
through the non-diagonal elements of theC matrix, andet captures the traffic
system noise process. Liang et al. (2005) proposed a modification of the above
model, and among other things, allowed for occasionally direct measurements for
selected OD flows that aid in calibrating the parameters of the model.

The traffic matrix estimation problem has proved useful to network operators,
especially for capacity planning purposes. In fact, many ofthe proposed tech-
niques originated from telecommunication research groupssuch as AT&T and
Sprint Labs and have been applied to networks involving up to1000 nodes. The
ill-posed nature of the problem requires the imposition of various modeling as-
sumptions that in many cases have had a negative impact on theaccuracy of the re-
sults (Medina et al. (2002), Roughan (2005)). The focus overthe years has shifted
to understanding both the temporal and spatial variabilityof OD flows, as attested
to by the latest models. Some of the research challenges involve the quest for mod-
els that can capture more accurately the characteristics ofthe OD flows in today’s
high speed networks, fast and scalable estimation techniques and the simulation
of realistic traffic matrices (Roughan, 2005).

3. Active Tomography

Sitterson (comp sci)

Venable (chem)

Davis (library)

McColl (business)

Tarrson (dentistry)

Rosenau (public health) Undergrad Lib (wireless)

Everett (dorm)

Craige (dorm)

Old East (dorm)

Hinton (dorm)

Smith (stat)

Greenlaw (english) South Bldg (admin)

Phillips Machine Room

Fig. 3. The physical topology of the UNC campus network.

A second class of problems deals with estimation of the quality-of-service
parameters of the network such as delays and loss rates at theindividual link/router
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level. This information is used to characterize and monitorthe performance of
the network over time, detect congestions or other anomalies in the network, and
ensure compliance with service-level agreements. The difficulty and the challenge
arise from the fact that many service providers do not own theentire network
and hence do not have access to the internal nodes. Active tomography provides
an interesting and convenient alternative by “probing” thenetwork from nodes
located on the periphery and using this to recover information about the internal
links.

3.1. Background and Probing Experiments

To describe the details, consider the network shown in Figure 3. It depicts part
of the campus network at the University of North Carolina. Wewill come back
to a real application dealing with this network, but in this section we will use it
to describe the active tomography problem. We can study the performance of the
internal links of this network by sending “probe” packets from a source (in this
case Sitterson) to all the other nodes on the periphery of thenetwork (receiver
nodes). Special equipment placed on the source and receivernodes is used to send
the packets and collect end-to-end information on losses and delays. The packets
can be sent from the source node to the receiver(s) using a unicast or multicast
transmission protocol. In a unicast protocol, the packets are sent to one receiver at
a time; however, such schemes cannot estimate all the internal link-level param-
eters. In multicast protocols, packets are sent simultaneously to any specified set
of receivers. The higher-order information in multicast schemes (performance of
losses and delays in shared links) allows one to reconstructinternal link-level in-
formation. Some networks have turned off multicast transmission due to security
reasons. In such situations, back-to-back unicast schemes, where packets are sent
within nanoseconds of each other to two or more receivers, have been proposed in
order to mimic multicast transmissions (Tsang et al., (2003)).

The logical topology for the probing experiment associatedwith this UNC
campus network is shown on the left panel of Figure 4. This corresponds to a tree
topology with source node 0 (Sitterson) at the top and receiver nodes 4, 5, 6, 7,
8, 10, 11, 12, 13, 14, 15, 16, 17, and 18 as the leaves. Note thatwe can observe
only end-to-end measurements (0-4, 0-10, 0-15, etc.) on losses and delays, and we
have to use this information to reconstruct all the internallink-level information
(0-1, 1-2, 2-9, etc.). This is the inverse problem. In practice, the number of nodes
can vary from about a dozen for small area networks (such as a campus network)
to several hundred in wide area networks. However, the investigators can reduce
the size of the network by collapsing the links (combining links and nodes) if they
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are interested in just a coarse investigation of the network. A detailed study will
require looking at all the nodes.

The traditional approach to probing experiments has been based on full multi-
cast transmission where the probes are sent to all the receivers in the network (or
back-to-back unicasts intended to mimic the multicast scheme). The difficultly
is that this scheme is quite inflexible. One rarely wants to send the same num-
ber of probes to all the receiver nodes. Rather, we want to be able to investigate
different regions of the network with different intensities and even possibly at
different times. In Xi, Michailidis, and Nair (2005) and Lawrence, Michailidis,
and Nair (2005a), we have proposed the use of a flexible class of probing experi-
ments (referred to as flexicast experiments) for active tomography. This consists of
C = {Ch, Nh}, a collection of sub-experimentsCh with probe sizeNh that lead
to identifiability of all the link-level parameters. The individual sub-experiment
Ch covers only part of the network and by itself cannot estimateall the param-
eters in the subnetwork. However, by judiciously designingthe subexperiments,
we can estimate all the parameters in the entire network of interest. This class of
experiments is particularly useful in network monitoring where we want to study
different subregions of a network depending on where anomalies, such as conges-
tion, occur.

We have developed necessary and sufficient conditions underwhich the flexi-
cast experiments lead to identifiability (estimability) ofall the link-level parame-
ters. We first need the notion of ak-cast scheme and a splitting node. In ak-cast
scheme, a probe packet is sent to a specified set ofk receiver nodes. It is uniquely
specified by the receiver nodes. For example,〈15, 16, 17, 18〉 and 〈4, 5, 10, 11〉

are two four-cast schemes for the network in the left panel ofFigure 4. A splitting
node, as the name suggests, is an internal node at which ak-scheme splits. For
example, the four-cast scheme〈15, 16, 17, 18〉 splits at node 9 while〈4, 510, 11〉

splits at nodes 1,2, and 3.

Proposition: Let C be a collection of probing experiments{Ch, Nh} andT be a
general tree network topology. Then, all the internal link loss rates are identifiable
if and only if (a) every internal node is a splitting node for someCh ∈ C and (b)
all receiver nodes are covered byC. The same conditions are also necessary and
sufficient for estimating link delay distributions provided they are discrete.

Proofs can be found in Xi et al. (2005) and Lawrence et al. (2005a). Addi-
tional conditions for identifiability of continuous delay distributions are given in
Lawrence (2005).

To get some insight into the Proposition, consider the logical topology (tree)
on the left panel of Figure 4. Suppose thatC consists of the following three
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subexperiments:C1 = 〈4, 5, 6, 7, 8〉, C2 = 〈10, 11, 12, 13, 14, 15〉, andC3 =

〈15, 16, 17, 18〉. All the receiver nodes are covered, and 2, 3, and 9 are split-
ting nodes forC1, C2 andC3 respectively. However, the internal node 1 is not
a splitting node, so this experiment will not be able to recover all the link-level
parameters. A modified experiment withC1 as before andC′

2 = 〈10, 15〉, C′
3 =

〈11, 12, 13, 14, 15〉, and C′
4 = 〈16, 17, 18〉 will allow for estimation of all the

parameters. Of course, there are many other ways of modifying the original ex-
periment to get identifiability.

32

4 5 6 7 8 11 12 13 14
9

15 16 17 18

10

1

0 0

1

2 3

4 5 6 7

Fig. 4. The logical topology for the UNC study (left); A 3-layer symmetric binary tree (right).

This raises the question of whether there are “optimal” approaches to con-
structing the flexicast experiments. This is a difficult question in general, as there
are many ways to define optimality. From the point of view of statistical efficiency,
a multicast scheme that sends probes to all the receivers in the network is the most
optimal as it provides the highest order of dependence amongthe shared links
and hence is most informative. However, as we have already noted, it is not very
flexible. Moreover, it generates a lot of probing traffic. Among the flexicast ex-
periments, a collection of bicast (or two-cast) and unicastsubexperiments has the
least data complexity since the highest dimension is that ofa bicast scheme which
is multinomial with dimension four. For such a collection, one can findminimal
experiments (smallest collections) that lead to identifiability of all the internal link
parameters as follows: (a) For each internal nodes, use exactlyonebicast pairb
whose splitting node iss; (b) Choose these bicast pairs to maximize the number
of receiver nodes that are covered; and (c) Choose unicast schemes to cover the
remaining receiver nodesr ∈ R that are not covered by the bicast pairs.

To understand the details, consider the three-layer symmetric binary tree in the
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right panel of Figure 4. The full multicast experiment sendspackets to all the seven
receiver nodes and hence is a seven-dimensional multinomial experiment with
27 outcomes. A bicast experiment can be based on all possible pairs (21 pairs).
However, a minimal experiment that can estimate all the internal links requires
only three bicast pairs, for example,C1 = 〈4, 5〉, C2 = 〈6, 7〉 andC3 = 〈5, 6〉.
This is not unique as we can replaceC3 by C′

3 = 〈4, 7〉 or several others.
The active tomography problem has been studied by several authors in the lit-

erature. The problem for loss rates was formulated in Caceres et al. (1999), where
the multicast transmission scheme was also introduced and an algorithm that com-
putes estimators that are asymptotically equivalent to theMLES was derived. The
problem for delays was discussed in Lo Presti et al. (2002), where a heuristic al-
gorithm was proposed for calculating a nonparametric estimate of the link delay
distributions. Liang et al. (2003) developed a pseudo-likelihood approach for the
delay problem by considering all possible pairwise probes from the full-multicast
experiment. Shih et al. (2003) presented an estimator for the back-to-back probing
scheme that models link delay using a point mass at zero and a finite mixture of
Gaussian distributions.

3.2. Inference for Loss Rates

Inference for loss rates has been studied in the literature under the following
stochastic framework. LetZr(m) = 1 if the m-th probe packet sent from the
source node reached receiver noder ∈ R, the set of all receiver nodes, and 0
otherwise. Define hypothetical random variables as follows: Xi(m) = 1 if packet
m traverses successfully linki ∈ E , the set of all links, and 0 otherwise. The
collected data are analyzed under the following model (Caceres et al., (1999), Lo
Presti et al. (2002), Castro et al. (2003), and others). For the loss rate problem,
let αi(m) = P (Xi(m) = 1), i.e., the probability that the probe packet traverses
successfully the link between nodesf(i) andi, and reaches nodei ∈ T − {0}. It
is assumed that theXi(m)’s are independent acrossi andm. Further,αi(m) ≡ αi

for all probesm (temporal homogeneity). Then,P (Zr(m) = 1) = Πs∈P(0,r)αs.
Further,P (Xj(m) = 1, ∀ j ∈ D(i)) = Πs∈P(0,i)αs × Πj∈D(i)αj .

Some comments about these assumptions are in order. The temporal homo-
geneity assumption is not critical as the time frame for the probing experiment is
in the order of minutes, but the effect of spatial dependencemerits further study
as examples using the network simulator tool and real data sets indicate.

Recall that the flexicast experimentC is made up of a collection of indepen-
dent subexperimentsCh. Each subexperiment is ak-cast experiment (for some
k), so it can be viewed as ak-dimensional multinomial experiment. More specif-



September 15, 2005 14:41 WSPC/Trim Size: 9in x 6in for ReviewVolume bickel-nair-final-1

12 E. Lawrence, G. Michailidis, V.N. Nair and B. Xi

ically, each outcome is of the form{Zr1
, ..., Zrk

} whereZrj
= 1 or 0 depending

on whether the probe reached receiver noderj or not. LetN(r1,...,rk) denote the
number of outcomes corresponding to this event, and letγ(r1,...,rk) be the proba-
bility of this event. Then the log-likelihood for the experimentCh is proportional
to γ(r1,...,rk) log(N(r1,...,rk) and that forC is the sum of the log-likelihoods for
the individual experiments. However, theγ(r1,...,rk)’s are complicated functions
of theαs, the link-level loss rates, so one has to use numerical methods to obtain
the MLEs.

This belongs to the class of missing data problems, so the EM-algorithm is a
natural approach to computing the MLEs (Coates and Nowak, 2000; Coates et al.,
2002; Castro el al., 2004; Xi, 2003). Xi et al. (2005) developed the structure of the
EM-algorithm explicitly for flexicast experiments described above. In our experi-
ence, the EM algorithm works well when coupled with a collection of bicast and
unicast experiments for small to moderate networks. For large networks, however,
they are computationally not practical.

A class of fast estimation methods based on least-squares has been devel-
oped in Michailidis, Nair, and Xi (2005). This is done by transforming the loss-
estimation problem to a linear inverse problem as follows. Consider the the 3-
layer symmetric binary tree in the right panel of Figure 4, and suppose we use
a three-cast experiment to the receivers〈4, 5, 6〉. There are eight possible out-
comes(1, 1, 1), (1, 1, 0), (1, 0, 0), ...(0, 0, 0); denote the corresponding number of
the outcomes byN(1,1,1), N(1,1,0) and so on. We can ignore the last one as there
are only seven linearly independent observations. Consider the one-to-one trans-
formation of these seven events to the following:(1, 1, 1), (1, 1, +), (1, +, +), ...

where a ‘+’ indicates either a ’1’ or a ’0’. The new outcomes are obtained by
replacing all the ‘0’s with ’+’s. LetM(i,j,k) denote the number of these out-
comes. Now, ifNh denotes the total number of probes for the subexperiment
h, we can writeE(Mi,j,k) as Nh times the product of appropriate link-level
α’s. For instance,E(M(1,1,+)) = Nhα1α2α4α5. Similarly, E(M(1,+,1)) =

Nhα1α2α3α4α6. This expression where the expectations are products of theap-
propriate link-level loss rates holds in general for anyk−cast experiment. This
suggests fitting a log-linear model to the estimated probabilities Y h

(i1,...ik) =

Mh
(i1,...ik)/Nh. In other words, ifY h denotes the vector of estimated probabili-

ties for subexperimenth, then

Y h = Rhβh + ǫh,

whereβj = log(αj), Rh is a matrix of ones and zeros that depend on the logical
topology of the subexperiment andǫh is a vector of errors. The expected value of
the errors tends to zero as the probe sizeNh → ∞. Also, the errors are correlated
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in general, although the variance-covariance structure can be obtained easily due
to its block-diagonal form.

Now, by stacking up the vectors ofY hs for all the subexperiments, we get a
linear system of equations that can be used to estimate all the internal link-level
parametersαjs. The ordinary least-squares algorithm provides a non-iterative and
very fast estimation scheme. Since theǫhs are correlated, a more efficient esti-
mation scheme is based on iteratively-reweighted LS. Theseand other schemes
and their properties are studied in Michailidis et al. (2005). It was found that the
IRWLS estimators are very close to the MLEs even in reasonably small samples.
One can also compute the asymptotic variance-covariance matrix of the estima-
tors based on the LS schemes easily, leading to explicit construction of standard
errors and hypothesis tests. This is another advantage of these LS schemes over
the MLEs obtained using the EM algorithm.

3.3. Inference for Delay Distributions

Let Xk denote the (unobservable) delay on linkk, and let the cumulative delay
accumulated from the root node to the receiver noder be Yr =

∑

k∈P0,r
Xk,

whereP0,r denotes the path from node0 to noder. The observed data are end-
to-end delays consisting ofYr for all the receiver nodes. A common approach for
inference that can accommodate the heavy-tailed nature of Internet measurements
is based on discretizing the continuous delays using a common bin sizeq. Let
Xk ∈ {0, q, 2q, . . . , bq} be the discretized delay accumulated on linkk wherebq

is the maximum delay. Letαk(i) = P{Xk = iq}. Our objective is to estimate
the delay distributions or theαk(i)’s for k ∈ E andi in {0, 1, . . . , b} using the
end-to-end dataYrs.

Let ~αk = [αk(0), αk(1), . . . αk(b)]′ and let~α = [~α′
0, ~α

′
1, . . . , ~α

′
|E|]

′. The ob-
served end-to-end measurements consist of the number of times each possible
outcome~y was observed from the set of outcomesYh for a given schemeh. Let
Nh

~y denote these counts. These are distributed as multinomial random variables
with corresponding path-level probabilityγc(~y; ~α). So the log-likelihood is given
by

l(~α;Y) =
∑

c∈C

∑

~y∈Yc

N c
~y log[γc(~y; ~α)].

In principle, one can maximize it numerically to get the MLEs. As in the loss
case, this can be viewed as an instance of a missing data problem, and the EM al-
gorithm provides a convenient approach for computing the MLEs. This has been
studied in the literature (Lawrence, Michailidis, and Nair(2003) for full multicast
experiments and Lawrence et al. (2005a) for flexicast experiments). However, the
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computations in the E-step are quite involved, so it can workonly with very small
networks for full multicast experiments. The use of the EM algorithm is more
manageable when coupled with the flexicast experiments, buteven then it is prac-
tical only in moderate-sized networks. There have been heuristic estimation meth-
ods that have been proposed in the literature for the full multicast situation. The
first, by LoPresti et al. (2002), tries to mimic the clever algorithm for the loss case
in Caceres et al. (1999) and relies on solving higher-order polynomials. However,
this algorithm does not use all the data and can be very inefficient (Lawrence et al.
(2005a)). Liang and Yu (2003) proposed a pseudo-likelihoodmethod where one
considers only data from all pairs of probes and ignores the third and higher order
information. The all-pairs-bicasts by Liang and Yu (2003) is similar in spirit to a
flexicast experiment with all pairs of bicasts, although they will all be independent
in the flexicast set up. Also, as we showed earlier, one can usemany fewer inde-
pendent bicasts than all possible pairs to estimate the linkdelay parameters. Even
then, the complexity of the EM algorithm grows exponentially with the number
of layers in the tree.

To handle larger networks, Lawrence et al. (2005a) developed a grafting
method which fits the EM to subtrees and uses a heuristic method based on a
fixed point algorithm to combine the results across the subtrees. This is a very fast
algorithm, and extensive numerical work has shown that its small sample perfor-
mance is favorable compared to the estimator in Lo Presti et al. (1999) and the
pseudo-likelihood estimator in Liang and Yu (2003). Further, the efficiency loss is
relatively small compared to the full MLE.

Lawrence et al. (2005a) also studied inference for continuous delay distribu-
tions and developed moment-based estimation methods for the means and vari-
ances of the delay distribution assuming a mixture model forthe individual link-
delay distributions of the form

Fj(x) = pjδ{0} + (1 − pj)Gj(x).

Here δ{0} denotes point mass at 0 (i.e., no delay with probabilitypj) and the
continuous part has a mean-variance relationship of the form Vj = φµθ

j whereµj

andVj are, respectively the mean and variance ofGj(·).

4. An Application

We illustrate the results using real data collected from thecampus network at the
University of North Carolina, Chapel Hill. The loss rates inthis network were neg-
ligible, so we will focus on delays. We have collected extensive amounts of data
but report here only selected results. See also Xi et al. (2005) for an application of
the results to network monitoring.
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Voice over IP (VoIP) or Internet telephony is a technology that turns analog
voice signals into digital packets and then uses the Internet to transmit them to the
intended receivers. The main difference with classical telephony is that the call
does not use a dedicated connection with reserved bandwidth, but instead pack-
ets carrying the voice data are multiplexed in the network with other traffic. The
quality of service (QoS) requirements in terms of packet losses and delays for this
application are significantly more stringent than other non-real time applications,
such as e-mail. Hence, assessing network links to ensure that they are capable of
supporting VoIP telephony is an important part of the technology. The University
of North Carolina (UNC) is currently in the planning phase ofdeploying VoIP
telephony. As part of this effort, monitoring equipment andsoftware capable of
placing such phone calls were installed throughout the campus network. Specif-
ically, the software allowed the emulation of VoIP calls between the monitoring
devices. It can then synchronize their clocks and obtain very accurate packet loss
and delay measurements along the network paths.

Fifteen monitoring devices had been deployed in a variety ofbuildings and on
a range of different capacity links through the UNC network.The locations in-
cluded dorms, libraries, and various academic buildings. The links included large
capacity gigabit links, smaller 100 megabit links, and one wireless link. Monitor-
ing VoIP transmissions between these buildings allowed oneto examine traffic in-
fluenced by the physical conditions of the link and the demands of various groups
of users. Figure 3 gives the logical connectivity of the UNC network. Each of the
nodes on the circle have a basic machine that can place a VoIP phone call to any
of the other endpoints. The three nodes in the middle are partof the core (main
routers) of the network. One of these internal nodes, the upper router linked to
Sitterson Hall, also connects to the gateway that exchangestraffic with the rest of
the Internet.
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Fig. 5. Traffic trace of packet delays generated by a single phone call across the UNC network.

The data were collected using a tool designed by Avaya Labs for testing a
network’s readiness for VoIP. There are two parts to this tool. First, there are the
monitoring devices that are computers deployed throughoutthe network with the
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capability of exchanging VoIP-style traffic. These devicesrun an operating system
that allows them to accurately measure the time at which packets are sent and
received. The machines collect these time stamps and reportthem back to the
second part of the system: the collection software. This software remotely controls
the devices and determines all the features of each call, such as source-destination
devices, start time, duration, and protocol which includesthe inter-packet time
intervals. The software collects the time stamps when the calls are finished and
processes them. The processing consists of adjusting the time stamps to account
for the difference among the machines’ clocks, and then calculating the one-way
end-to-end delays.
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Fig. 6. Probability of large delay throughout 2/26/2005 (s), 3/1/2005 (t), and 3/3/2005 (h) at two
dorms, Old East and Hinton and two university buildings, South and Smith. s, t and h, denote Saturday,
Tuesday and Thursday, respectively. On the y-axis, the probability of a delay larger than 1 ms is
depicted.

Figure 5 shows the delays for the packets of one phone call (flow) between two
devices. The data contain information about the entire pathbetween a pair of end-
points, which spans several links. For example, a phone callplaced between the
dorm and the library follows a path that goes through three main routers. Many
of the features found in other types of network data can be seen here: heavy-
tailed marginal distributions and significant autocorrelation between consecutive
observations. We will see that, by using the techniques developed in this paper,
we are able to reconstruct link-level information about delays from the end-to-end
path-level data.

For the data collection, Sitterson served as the root, and weused seven bicast
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pairs to cover the 14 receiver nodes:

C = {〈4, 5〉, 〈6, 7〉, 〈8, 10〉, 〈11, 12〉, 〈13, 14〉, 〈15, 16〉, 〈17, 18〉}.

The network allowed only unicast transmission protocol, soback-to-back probing
was used to simulate multicast transmissions. The span of time between the two
packets comprising the back-to-back probe was on the order of a few nanoseconds
while the time between successive probes was one tenth of a second. Prior experi-
mentation using the call synthesis tool and this probing method leads us to believe
that the correlation between the two packets on the shared links is close to one.
Most of the probing sessions resulted in 200 packets to each pair (one session ran
considerably longer and produced more probes due to operator error).

In this paper, we consider data collected on 2/26/2005, 3/1/2005, and 3/3/2005
(corresponding to a Saturday, Tuesday, and Thursday respectively) during the
Winter semester at UNC. In addition to methodology confirmation, this data will
allow us to contrast the weekend/weekday behavior of the network. The data col-
lection is somewhat irregular, but there are five collections throughout the day on
Saturday and Tuesday, and a morning and noon collection on Thursday. Analysis
was conducted using the discrete delay MLE approach. The unit size was chosen
as approximately 1 ms. This results in most of the mass occurring in the ‘zero’
bin, which gives us a useful statistic to track over time.

Figure 6 gives some selected results from this analysis. Each bar represents the
probability of a delay of one unit or larger in each of four locations for each time
period. Some interesting results can be noted. The university buildings South and
Smith both show very few delays due to limited traffic on the Saturday collections;
there are very small probabilities of delays, half of a percent or less, throughout the
day. The weekdays show a typically diurnal pattern with a peak midday that tapers
off. In many respects, the dorms, Old East and Hinton, show opposite patterns. The
activity on the weekend is not much less than during the week.During the week,
the traffic, particularly at Hinton the large freshman dorm,actually dips during the
day when the students are busy with classroom activities andrises at night.

Figure 7 shows partial results from a more detailed analysisof the data. Here
the unit size is about half that of the previous analysis. Theplots give the first five
bins on the Hinton and South links on Saturday and Tuesday. Wesee that the whole
distribution is relatively stable on the dorm link despite the weekend/weekday
difference. In the office building, we see the mass shift outward from Saturday
to Tuesday, but most of the mass still falls within the first five bins indicating
fairly good link performance. Additional analyses of the UNC network data can
be found in Lawrence et al. (2005a, 2005b)).
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Fig. 7. Detailed distributions with unit sizes of .5 ms at Hinton and South on Saturday, 2/26, and
Tuesday, 3/1, during the mid-afternoon.

5. Concluding Remarks

This paper has provided an overview of network tomography and some of the in-
teresting statistical issues that arise from the inverse problems. The discussion so
far assumed that the routing matrix (logical topology) is known or can be deter-
mined easily. This is sometimes possible as the traceroute tool, based on the In-
ternet control message protocol (ICMP), reports all the network devices (routers
and hosts) along a node. Unfortunately, many routers have disabled the protocol
and do not respond to the traceroute requests. As a result, there has been a lot
of interest in developing tools for topology identification. Various statistical tech-
niques such as clustering, maximum likelihood, and Bayesian methods have been
used, based on measurements from active tomography experiments (see Coates et
al. (2002b), Castro et al. (2004), Rabbat et al. (2002), Shihet al. (2004) and ref-
erences therein). However, the ill-posed nature of the problem and its exponential
complexity make topology identification very challenging.

The tools and techniques that have been developed thus far have proved useful
for characterizing network performance, detecting anomalies such as congestion,
and capacity planning. Nevertheless, some of the underlying assumptions, espe-
cially those dealing with the spatio-temporal behavior, are somewhat restrictive
and merit further study. Another on-going challenge (largely unaddressed in the
literature) is the lack of distributed algorithms. All the proposed methods require
the existence of a central data repository, which limits theapplicability of tomog-
raphy techniques to on-line network monitoring. Moreover,fast algorithms are
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critical for implementing the techniques in real time. Therefore, useful method-
ology needs to strike a balance between computational complexity and statistical
efficiency.
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